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The problem

Throughout history, plant diseases have been known to trigger famines, resulting in catastrophic effects on entire 
societies and countries. Although major famines caused by plant diseases have not been reported in recent times, it is 
worth noting that plant diseases can still cause smaller problems. For instance, people who take care of indoor plants 
often experience frustration and disappointment due to plant diseases. 

The solution

● With the advancement of technology, it has become easier to detect and diagnose plant diseases in their early 
stages, preventing their spread and minimizing their impact on vulnerable communities and ecosystems. 

● One such advancement is text classification in Natural Language Processing.
● The automated text classification algorithms, can effectively analyze large amounts of text data to detect patterns 

and relationships associated with plant diseases.
● These algorithms can scan multiple text sources, such as scientific publications, news articles, and social media 

posts, to locate mentions of plant diseases, symptoms, and their geographic distribution. 
● By scrutinizing this data, researchers can gather important insights into the spread and prevalence of plant 

diseases and their potential effects on agricultural productivity and food security.
● Not only this, NLP techniques can also be used to develop diagnostic tools that can use natural language inputs to 

generate accurate and personalized diagnoses of plant diseases.



  Data Scraping

1. Write a script to collect Wikipedia categories on Plant Diseases (Fig 16.1)

2. Given each category, we extract all Wikipedia web pages that match titles with the category name using Spike 

library.(Fig 16.2)

3. Once the category webpage is returned, we perform crawling using BeautifulSoup to extract data from Host and 

Symptoms subsection.

4. Once the crawled data is obtained, we store it in a text file

   Dataset
1. The dataset contains tokenized words similar to format Glue dataset[1] and labels which will be one column 

tokens and other column labels. (Fig 16.3)

2. We are using the dataset under the split 80-10-10 

3. The labels/categories include Bacterial wilt, Blood disease etc labeled 1, 2 and so on.

https://huggingface.co/datasets/glue


Fig 16.2  Plant Disease webpageFig 16.1  Plant Disease Category

Fig 16.3  Sample Text 
Classification Dataset



Methodology

● Tokenizer - The dataset created by the crawler will have the labels and the paragraphs associated with 
it. This step will involve converting the sentences of the paragraph to tokens which can be processed by 
the NLP models. 

● Pre-Train/Fine Tuning - Since the dataset is not that large, pre-training the model for transformers will 
be difficult. However, fine tuning is possible and necessary to train the model for a particular dataset. 

● Model - The current proposed models include a comparative study on accuracy 
and time taken by different models. Different architectures of RNN and LSTM 
model will follow the architecture as shown in Fig 16.3 which is the architecture 
of Text Classification. These models will be compared with the performance of 
BERT for text classification (Fig 16.4).

● Further Plan - The performance of predicting the disease with the help of text will 
also be compared with image based CNNs. A possible plan is to include attention 
[2][3]. in existing CNN architecture like VGG16. A pipeline for this integration will 
include adding attention map (Fig 16.5) to VGG16 and other models. This 
comprehensive comparison of models will also help to gain insight on which 
pipeline to use for accurate and fast detection of plant disease.

Fig 16.3 General 
Architecture for RNN and 

LSTM



Fig 16.4 BERT for Text Classification

Fig 16.5 Network Architecture for 
VGG16 with attention [4]
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